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Goal Goal
Introduction to uncertainty modeling approaches For each of the uncertainty modelling approaches discussed:
that go beyond classical probability theory « know and understand the foundations & interpretations

General information e obtain the skills to solve basic inference and decision problems

e Elective in TU/e’s Data Science & Artifi- * First edition in 2022-2023 Q1 (Sep-Nov :
cial Intelligenc/e Master program 2 e ) Lecturing approach
. ' . . . . (] ] (] (] ] ]
_ Studgnts. circa 40 al famlllgr.only With  Theory lectures in classical style e Successful opportunities for interaction
e Study load: circa 140 hours (5 ECTS) classical probability and statistics . llustrative examples mixed in Students were encouraged to interrupt
Learning activities - Activating questions from lecturer
Theory Assignment ‘Instructions’ - - -
| | o Lecture topics & Uncertainty modeling approaches
e Lectures e Literature study (report) e Explanation course organization . , o -
. . . . 1. Probability (classical) 4. Possibility 7. Probability intervals
* Practice exercises * Poster presentations  Q&A lectures, exercises, o -
assignment 2. Limitations of probability 5. Fuzzy sets 8. Credal sets
Schedule overview (arguments to go beyond) 6. 2-Monotone capacities 9. Interval expectation
: : . Belief function ‘prevision’ mention
e Quartile = 8 contact session weeks + 2 exam weeks = [EEIED TUnElons (‘previsio entioned)
e Contact sessions: An example slide from each of the lectures
- 16 sessions total: 2/week, each 2 blocks of 45 minutes (3 hours/week) by S Vnking sy Vi i Unkroun Dependence and s s
® Nature of dependence between two events A and B often not known m f(x)
_ - . . R o X — {Win, Draw, Lose} e e E(f)zz(ﬂ_y“’l)ﬂ(sf) ”(7)X I
lectures (18 blocks); instructions (6 blocks); poster presentations (8 blocks) ey P P o IDZ AN o
Sessions AP I B S e T
SZ';Tb.‘n’?t.oni&Z"rZE? \pw e Fréchet's bounds: =-l+z+g 2/8 2/8 1/8 P EHX
1 2 3 4 5 6 7 8 9 1 O 1 1 1 2 1 3 1 4 1 5 1 6 e e D P(AN B) € [max{0, P(A) + P(B) -~ 1}, min{ P(4), P(B)} ] -3 . P(S) = P(X) = 1 § % °
dee P(AV B) € [max{P(A), P(B)}, min{1, P(A) + P(B * B(S2)=E({B,O}) = § =
Blocks L L L L L LFP Py L L L L LP P | AV 8) < [mar{ () P8I, min1, PO + LB e, .
' . ¢ L L PP L L L L P P |
 Exam: 3 hours; resit possibility during exam week of next quartile lilhood L)~ PIX X0 =0 ot cooncedge g /-"172\
L : S e e
Grade composition it . N
‘ (4.7) " e %SO'ZX 3-2-10 1:2 T 01 2.3 45678 97

50/50 for assignment/exam

[} Inference Foundations
ombination is not trivia ower and Upper Envelopes: Linear Optimization over the Credal Set's Extreme Points
Combination i ivial L dU Envel Li Optimizati he Credal Set's E Poi
Consider two probability intervals (p*,p") Lower and upper probability Consider CP< with & = 1 and
. . . and (p?,p%), how can we combine them? P(S) inf P(S), P(S) Py(S) p = (pa; P8, Po) = (%, %a %)
e Q&A d lect break e Onl Forum e Direct m to lect ) A . B =GP P =Py
Q&A sessions and lecture breaks nline Foru irect message to lecturer e " B
For all x € X: Lower and upper expectation (.53 (3/5,3)
el 2 — —1 =2 _ v
px=min{py, pi},  Px = max{p,, Py} )Bx E(f) := inf Ep(f), E(f) := sup E(f) \1 : /
LA RN pee peC (5:5%)
Conjunction (axioms satisfied?) o)
For all x € A Linear optimization over the credal set:
= P g E(f) = i -
BX = max{g}aﬂi}s Px = mm{p}mpi} E(f) — inf E, (f) 7( ) qu:ter]P‘?(qA qO)
o N = min{}~h—3} = —3 = -}
Are there any problems you see with = inf Z pxf(x) = inf Z pxf(x)
these proposals? pEC T T peext e

Assignment
Much of the actual content was inspired by materials from the SIPTA Schools

Goal

Understand and explain to fellow students how different uncertainty
modeling approaches each can deal with a specific application topic

Focus areas
Each approach is discussed in generally the same way:

* Foundations: basic concepts & axioms e Learning models from data (sometimes)
Application topics * Interpretation  Multivariate models (often)
e Classification e« Clustering < Decision trees * Markov chains  Graphical models * Inference: obtaining values/bounds * Decision making (often)
_ ] Some focus area example slides
0 rg a n Izatlo n liciti & i ‘:‘.‘:“:'”:”;‘1 h ing G C | d d for Credal Sets: | R IO.d & | Ord
eie Deliverables  Literature to digest e R B - B b S e
* Done in pairs * Report * Provided: 4-7 papers/topic (1+/approach) o
* In parallel to lectures * Poster * Other texts also allowed e e N GRS T
Report Title Introduction Theory . .
template Authors introduce topic, context, unified presentation, math, PraCtlce exercises
summary |, cieact motivation, report overview HEEE e, el E: « On-line quiz per lecture (ungraded, repeatable) < Multiple-choice and open questions
Data+code availabilit Literature discussion Conclusions , ,
ST ST Y conceptual discussion, advantages, limitations,  Automated feedback and model answers e Theory and calculation questions
key contributions, relevance recommendations . - P : :
Acknowledgements Students generally did not participate in a timely manner
Exam

Going Beyond K-Means Clustering Using

POSter exa mples Uncertainty Representations
Thanks go to the students that '

e 30 questions (multiple-choice and open)

| ] | ] L] L}
gave permission to use their poster * Practice exercises were n IOSt|y representative of exam guestions
ope - . ope - . pe . u u u
Probabilistic and Possibilistic Classification e Level of attainment expected on beforehand was not achieved in genera |
Course: 2AMU30; Year: 2022/2023; Group - — —
Interval analysis: generalization of power N ity value & Conjunctive rule of combination Marginal lower expectation ] ) i )
1 7  Which of the following statements about the interval [1, ] = [4,9](-1:3] are true? Given two possibility distributions 7! and 72 for the same set of outcomes X = {A,B,0}: Consider the product space X = 1 x X> with &1 := {0,1} and X, := {-, +}. Given a joint lower expectation A f
ew
12 < 4
[C] one of the bounds can be written as 2" or 27, with k € Z (7h, 7, 78) = (5, 5,1) EX - gE,,x . iE((O.f)A(IA)) with p= [P~ Pa))_ 04 0.2
5'5 3 3 Posy Py \02 02
O seltul (o) = (L5 2) m
|:| el 09 2p 29 Given the function f = (£(0), f(1)) = (1,-1) on X}, whatis EX1(f)? eXa
u <
h . . . 1
|:| The interval is not well-defined 1 14a Which of the following values are closest to the necessity N({B,0}) according to ='? .
Do Do Ow Ow O questions
. Upper expectation for categorical prediction
1 14b Combine 7! and 72 into the possibility distribution 7 using the conjunctive rule. A sequence of colors is observed, indicated by their first letter:
Dempster’s rule of combination z=(R,G,G.G,R,B).
1p 12 Which of the following statements about Dempster’s rule of combination are true? A color-dependent real-valued function is given:
D It can result in a conclusion with full support which both combined basic belief assignments f=(f(R),f(G), f(B), f(W), f(0)) =(-1,3,1,-5,1).
h: terize as unlikely
D Itis associa tive 2p 30 [BONUS] When using the IDMM immediate prediction model with number of pseudo-counts s = 3,
|:| Itis also called the normalized disjunctive rule given the observation sequence z, what values is the upper expectation E(f|z) closest to?
[[] The conflict will only be zero when combining identical basic belief assignments O - ] s 0 -ws 1o [

Assessment
 Formative: Midterm (session 7-8) * Peer review by fellow students using rubrics
e Summative: Final (session 14-15)  Good participation was important (24%)
Problems, Challenges, and Plans
Problematic Insufficient Sufficient Good Excellent . .
(LI 0 points 2 points 3 points 4 points 5 points Goal (fOr us teaCherS, th’S t’me)
Structure 7.5% presence and quality of structure and structuring elements Get feedback to improve the course in the Coming years
(sectioning, paragraphs, lists, tables, figures)
Clarity 20% degree to which the content is explainable by the reader based i i i
Report on a reading (argumentation steps, examples, illustrations) More attention to praCtlce exercises
Rubrics Language 5% quality of grammar, spelling, and formulation Problem Exam results showed a lower-than-aimed-for proficiency solving exercises
summary Notation 5% introduction and appropriate choice/use of formal notation _ _ _ _
Mathematics 7.5% presence, clarity, and integration of math expressions in the text Cha”enge How do we get students to make the praCt|Ce exercises in a t|me|y manner?
Referencing 5% degree text is supported by sufficient on-topic references; Plan Make the practice exercises a more integrated part:
completeness of entries o _ _ _
Do ctor Balance 6.5% balance between text/math and illustrations/examples; * Incentivize by making them count for the grade < Create time by removing content
oste suitability for live explanation (storyline, key takeaways) * Create dedicated practice exercise Q&A blocks But which content?
Presentation 6.5% degree of preparation and capability to answer questions
#Approaches 13% number and coverage of unc. modeling approaches (aim = 4) Providing more didactic literature
_ Problem Reports & poster presentations showed that many students encountered
Observations difficulties understanding the content of a good deal of the provided literature
* Participation was generally enthusiastic e Pairs often struggled to integrate material Plan Improve the list of provided literature

from papers using approaches discussed

e Most pairs kept to the literature provided
towards the end of the lecture series

Challenge Where do we find a sufficiently broad set of didactically written papers?



